Model selection in pedestrian detection using multiple kerneldarning

Frécéric Suard, Alain Rakotomamonjy, Abdelaziz Bensrhair
LITIS EA4051, INSA/Univ de Rouen
avenue de l'universit, 76800 Saint Etienne du Rouvray, France
email: frederic.suard@insa-rouen.fr

Abstract— This paper presents a pedestrian detection method as a linear combination of kernels :
based on the multiple kernel framework. This approach enables K
us to select and combine different kinds of image representa- / /
tions. The combination is done through a linear c%mbilgation of k(x,x) = Z Pk (x, X)
kernels, weighted according to the relevance of kernels. After k=1
having presented some descriptors and detailed the multiple where each kernel has been computed from one specific
kernel framework, we propose three different applications con- representation of the data. From this equation, it is clear t
Ce[tr."”g Co&"tf’i“"’t‘“on °f|re$reser\‘/t/ati(;ﬂs' au;]omaiihc ?Thamﬁ/:ﬁrf the idea consists in defining a set of kernels and in combining
setting and feature selection. We then show that the : :
frame%vork enable us to apply a model selection and improve a”(_" Se'ec“”g a subset O_f these kernels, e@db\e_lng the
the performance. weight of a single kernel in the overall combination.
One advantage of the MKL approach resides in the possi-
bility to combine and select the most relevant represemtati
. INTRODUCTION In fact, the set of kernels can be composed of different

kernels built from different types of representations. So

Since many years now, pedestrian detection from imagédstead of using a single representation, one can fuseiiffe
has been source of many researches. This topic of reseaféRresentations through the kernel. _
is usually decomposed in two parts : the first one consists in On€ drawback of kernel methods is the need of tuning
searching for discriminative features while the second paffficiently the classifier and kernel parameters. Thanks to

deals with the learning of a decision function from thes&nultiple kernel, it is possible to address this issue by
features. proposing a set of kernels, each of them being computed

with a different set of kernel parameters.
Recent works [5], [6], [2] have been proposed for repre Another advantage of multiple kernel is the possibility

senting pedestrian images. For instance, Papageorgidu etz% : .

. .ol selecting only a subset of features. This approach
have used a wavelet decomposition approach for extractm%ulol be assimilated as feature selection. since we can
features from images while Shashua et al. have considergd. ' .

uild a set of kernels from each feature and then selecting

hls_togramg of gradients. For bqth approaches, t.he ganrIy|0nly the most relevant one by means of the MKL algorithm.
objective is to extract from images some discriminative

features that help a classifier to recognize images congini
or not a pedestrian. These are two examples among the man

;?;ggn:ef:;;fgss that have dealt with the construction R first, we propose to present the multiple kernel framework
' and detail the theoretical advantages of such approachr Aft
Once some features have been extracted, the second Stﬁﬁ\?ing highlighted this approach, we propose to combine

of an automated pedestrian detection algorithm resides {fierent kinds of features for classifying pedestrian ges.
the pedestrian classification problem. During the last Sl€alEor this purpose, we will present different classical fezgu

kernels mgtho_d;, like Support Vector Machines [9] havﬁsed in the literature for describing pedestrian and will
shown their efficiency to address such problems [2], [8]. [4}yse multiple kernel approach for combining and retaining

When using SVMs or any other kernel methods, featurefe most relevant feature. By doing so, we expect to the

are integrated into the classifier through a kernel functiogigorithm to have a better classification performance due to
k(x,x’), wherex and x’ represent the features from twothe feature combination.

different images. In such context, the kernel function ,acts We also investigate the contribution of mu|tip|e kernel
in some way, as a measure of similarity between feataresfor selecting automatically the kernel parameter and for
andx’ which can be non-vectorial representations. selecting features.
Recently, a SVM algorithm using multiple kernels have

been introduced [3]. The underlying idea of such algorithm This paper is organized as follows. In section I, we
is the combination of different heterogenous source ofrinfo present the different features that have been extracted fro
mation for learning a decision function. Indeed, this npiéti pedestrian images and that have been used afterwards for ker
kernel learning (MKL) framework defines the kernel functionnel combination. Then, in section Il we detail the multiple

In this paper, we propose to analyze the contribution of
Itiple kernel learning framework for pedestrian detati



kernel learning framework. Finally, the section IV presentD. Histc
our results for pedestrian detection using multiple kernel \y,e p
=HEl

learning for feature combination, kernel parameter s@Bect ot grien

and feature selection. tors res
are split
Il. IMAGE REPRESENTATION The f

been pr
In this section we will describe some methods for charagg, many

terizing an image. The aim consists in finding some relevapt;qp, re
information to describe the content of images. All hista L

In our case, we suppose that our images contain only ojgctor v u e | I
pedestrian, which is centered. All images have the same size - [ |
in our casel28 x 64 pixels.

A. Pixel value i .
The first feature is based on the original value of each
image. This descriptor can be considered as a reference,
since we applied no transformation to images. Xu et al. [10] .

employed this method to characterize image with infrared L l!
images. Figure 1 left shows an example of pedestrian image. 1 — S—

Fig. 2. Image splitting according to Shashua method (left) gensplitting
accorgind to Dalal method (middle) and example of histogramaioéd
V(?er this image (right).

B. Gradient norm

The second descriptor uses the value of gradient norm.

can the_n retaig "',. COfu i poject edges pte_sen The second descriptor, that we will called HogDalal, has
n the IMageg gpute jidida _ontal and Vert'caﬂ)een introduced by Dalal et al. [2] and uses also local
gradientG x aji ' | gind 10 1] and histograms of oriented gradients. On the contrary to the
compute the il TV ‘method proposed by Shashua, the image is cutted regularly

Figure 1 sfig strian image and i34 goes not considering the pedestrian morphology.
associated grg To obtain a descriptor, the procedure is the following:

1) compute both norm and orientation of the gradient,

2) split image into cells,

3) compute one histogram for each cell (look at the right

image on figure 2),

4) normalize all histograms within a block of cell.
The final descriptor is obtained by adding all normalized
histograms into a single vector. This descriptor has been
much more detailed in [2], [8].

Il. MULTIPLE KERNEL

The learning algorithm we use in this paper is a Sup-
port Vector Machines classifier. The SVM classifier is a
binary classifier, based on supervised learning, that looks
for an optimal hyperplane as a decision function in a high-
dimensional space [9]. Thus, consider one has a training
C. Wavelet data set{x;,yx} € X x {—1,1} wherex; are the training

A descriptor based on wavelet has been proposed I§amples vector angl, the class label, fok =1: N.
Papageorgiou et al. [5] for pedestrian detection. In thjepa ~ The decision function is of the form :
we have used as a feature a similar approach. The aim is to N
apply a Haar wavelet transform at a scalethat is to say to f(z) = sign (Z ;YK (X, X) + b) (1)
transform a neighboring of siz&" pixels. The distance be- i=1
tween two neighboring i%2” pixels. For each neighboring, with k(.,.) a kernel,a. and b some variables learned from
we apply a vertical, horizontal and diagonal Haar wavelghe training set.
and add all coefficients obtained during the transformation
to a single vector. This vector is then considered as theémag Recently Lanckriet et al. [3], have shown that using mul-
descriptor. tiple kernel learning instead of a single kernel can improve

Original image Gradient norm

Fig. 1. Pedestrian image (left) and its gradient norm (right)



Fig. 3. Examples of pedestrians (first line) and non-pedesr{second line) manually extracted.

the classifier performance. They stated that the gain itetermine ifa satisfies the constraingleﬁksk(a) > 0.

performance can be considerable if different kernels haué the constraints are satisfied then the solution is optimal

been obtained from heterogenous sources of information. otherwise some constraints are added to the constraints set
The main idea underlying MKL is to consider a new kernelnd the process is continued until convergence of fhe

k as a convex linear combination of other kernels : values is achieved. For each step, a standard SVM solver
K is used for processingx(«) with an update of the kernel
k(x,x') = Zﬂkkk(xv x') (2) since some constraints and value/tan change.
k=1 For this paper, we used an optimized version of the

with B > 0, ¥, B = 1 andk(.,.) a kemel using a algorithm proposed_ by_Sonnc—_:tnburg et al. [7]. A Matlab code
single representation using all features composingr a of our implementation is available on demand.
subset of features. All kernels, can also involve different
kernel functions such as polynomial or Gaussian kernelusin ) ) )
different parameters. Within this framework, the probleim o In_thls section we will _present some results. We then show
data representation is transferred to the choicg;of the m_te_rest. of the multiple kernel framework_ approach .for
The value of coefficientsy, b and 3 are obtained by combining images represgntanons, for choosing the optima
solving the dual of the following optimization problem: paramete_:rs and for selecting feature. )
For this work, we took 310 urban scenes from which
1 (& N we manually extracted 1240 pedestrians and 6220 non-
Wf‘gfgg 9 I;fakuwk”? + Cz;& pedestrians. Images were captured during different weathe
= .= and ligthning conditions : night and day, cloudy and raining
St y%f () 21-& Vvi=1....N (3) weather. Pedestrian are centered and can be partially oc-
and Zﬁ’f -1 cluded. Some examples of pedestrians and non-pedestrians
Pt extracted are shown on figure 3. All images extracted are

IV. RESULTS

rescaled to the same sizd28 x 64 pixels.
To compare the results, we plot the rate of true positive
against the rate of false positive by counting the number of
max -y correct detections and false alarms, when a thresholddoutte
e LN N on the prediction value of (z) (see eq. 1) varies. The AUC
z . Cw) ) 4) is the value of the area under the ROC curve, which should
st 2 Z Zazaﬂkk(xz’xj) ;az =1 @ be the nearest of 1 for the best result.

Bach et al. [1] derived this dual formulation and wrote
equivalently :

i=1 j=1
N . . )
and 3y oiyi =0, Vi0<ai<C A. Combining representations
Hence, finding the optimal solution can be done by solving Thjs test consists in combining different representations

the following semi-infinite linear program (SILP). We use th \ye first extracted a set of descriptors for each image of the
formulation of Sonnenburg et al. [7]: learning set as presented in section 1.

max 6 For each type of descriptor, we computed a linear kernel
0.6 X and added all to a set of kernels. We applied the MKL
st > Be=1 ®) algorithm and retained the most relevant representations.
and Zszl BiSk(ax) > 0 This last point is simply done by considering the value of

N coefficients 5, (see eq. 2). When a coefficient is null, the

with Sy, (a) = %Zzaiajkk(xiyxj) _ Zo‘i' Sonnen- associated kemel has no influence in the solution, so that
P = the representation is not relevant. On the contrary, when a

burg et al. proposes to use the Column Generation techniqaeefficient value is up to 1, the representation is very egiev

to solve this problem. The idea of the algorithm is to find We trained the classifier with a learning set containing

the optimal value of3 and#@ for a subset of constraints and 500 pedestrians and 500 non-pedestrians, and evaluaged thi



Fig. 4. This figure shows the variation gffor each kernel computed from
various representations.

On figure 4 we shows the value @ffor each representa-
tion for each iteration. We can note that theorresponding
to the representation of HogDalal obtained the largesteyalu
which means that this representation is very relevant cor
pared with other. We also can note that globally the value ¢
[ does not vary if we consider all test.

The average value of eachis then computed : Fig. 5. This figure shows the variation gffor each kernel computed from
various representations.

Kernel Pixel Gradient Wavelet HogShashua HogDalal
B 0.0453  0.0571  0.0029 0 0.8947 We also plot all values of obtained for each test on figure
variance | 0.0115 0.0215 0.0090 0 0.0211

5. We can see that the value of most relevant presentation is
We can note that the kernel coming from the HogDalalower than the value of the coefficient HOGDalal. Moreover,

descriptor has a large weight in the final kernel. the variance for all coefficients is larger, since all kesnel
Parrallely, we have improved the performance of eacparticipate to the solution.

representation separately. The following table shows the We can notice a relation between the HogShashua and the

average value of AUC obtained. Gradient information. This relation can be explain by thet fa
Method | Pixel  Gradieni Wavelet HogShashua HogbDalal that these descriptors involve the same type of information
AUC | 0.8806 0.8963  0.7623 0.9592 0.9827 but the HogShashua exploits only a subpart of the image.
% 0.8259 081r1  0.7237 0.8919 0.9399  When all the pedestrians are well centered this descriptors

Using the MKL approach, we obtained an AUC ofreveals to be more efficient. On the contrary, the gradient
0.9859 and a good recognition rate of 0.9472%, whickformation is more relevant.
performs better than any single representations. We can als So we can conclude that the MKL approach can select the
notice that some descriptors are more relevant than othempst relevant representation, but is also capable to aheid t
in particular, using histograms of oriented gradient witlredundancy of information. A combination of representagio
a cutting proposed by Dalal reveals to be very efficientalso improves the global performance.



Fig. 6. This figure shows the variation @ffor each kernel computed with
the HOG descriptor, when the parameters of the kernels anpataneter
C vary.

Figure 6 shows the average value of eagéhwhen C

varies. We can note that the value @fdepends on the C KL kernel set :

4 ga\hk nels. This combination performed tter
compared t C’e[< hen the MKL retained only
polynomial kernel. I

For C' = 1, we obtained the f resultsge@mparing
the value obtainedfer théaMKl and each kerﬁpar :

Kernel AUC % I
MKL 0.9645| 0.8976
Linear 0.9580| 0.8758
Gaussiang = 0.1 | 0.8926| 0.8520
Gaussiang = 0.5 | 0.8937| 0.8432
Gaussiang =1 0.9188| 0.8646
Gaussiang = 2 0.9499| 0.8888
Gaussiang =5 0.9598| 0.8438
Gaussiang = 10 | 0.9580| 0.5972
Gaussiang = 20 | 0.9515| 0.5120
Gaussiang = 50 | 0.8664| 0.5682

This table shows that we can improve the global perfor-
mance by combining different types of kernels.

C. Feature selection

The last test can be considered as feature selection prob-
lem. For this experience, we are using only the HogDalal

image into several cells. For each cell, one kernel is com-
puted and added to the kernel set. The aim of this test is then
to use multiple kernels in order to retain the most relevant
cells by considering the value of coefficieriis (see eq. 2).

To build the kernel set, we computed one kernel for each
cell using a gaussian kernel with a bandwidth of 1, which
is the best kernel retained during the previous test. The

learning and test set contained 500 pedestrians and 500 non-
pedestrians. Each set was randomly constitued 20 times for
each iteration. The weight for misclassified point (paranet
C'in eg. 3) is fixed at 1.

We tried different configurations for the parameter set :

Parameter set A B C D E F
size of cell (pixels) | 8 8 16 16 32 32
Size of Block (cells)| 1 2 1 2 1 2
Overlapping (cells)| 0 1 0O 1 o0 1

number of kernels | 128 420 32 84 8 12

For each set, histograms have 4 bins and the vote is
weighted by the gradient magnitude.

We could then compare results with a feature selection
strategy using MKL and a standard kernel built with all
features. We set this kernel with same parameters of the
a gaussian kernel with a bandwidth of

value. When C is lower than 1, the main kernel is base
on a polynomial kernel, but when C is greater than 1, the’
main kernel is a gaussian kernel with a bandwidth of 1.
It can be explain by the fact that this parameter balances
the weight between the regulariztion of the solution and the
performance. With a higher value of C, the solution is more
complex but we tolerate less errors.
We can also notice that, whe@l > 1, the combination

involves differents kernels a polynomial kernel and

MKL no feat. sel.
aic w  FBZ0 1 e g
nbkernel

A | 0.9726 0.9132 0.7891 | 0.9105 0.7327
B | 0.9810 0.9298 0.7469 | 0.9107 0.7272
C | 0.9622 0.8917 0.8203 | 0.9511 0.8804
D | 0.9716 0.9095 0.7679 | 0.9313 0.8565
E | 0.9479 0.8751 0.8375 | 0.9564 0.8891
F | 0.9277 0.8499 0.8333 | 0.9472 0.8819
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(1]

Fig. 7. This figure shows the value of each kernel of the kernel set
corresponding to a single cell of the image for parameter sdef) @nd
C (right). [2]
A last advantage of using a MKL approach to select
the most relevant features resides in the complexity of thé3]
process. Classical techniques, like forward-backward, ar
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